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AssTrACT. Out of the potpourri of methods available for traditional
minimization of switching functions, the method of the Karnaugh map
is distinguished as a quick manual method that provides the user with
pictorial insight. An advanced version of this map, viz., the variable-
entered Karnaugh map (VEKM) doubles the variable-handling capa-
bility of the map and allows its use for "big" Boolean algebras. The
present paper offers a novel exposition of the essential features and
properties of the VEKM, many of which are published for the first
time. It also presents a simple and further improved VEKM procedure
that obtains one of the irredundant disjunctive forms (/DFs) of an in-
completely specified switching function (/SSF). Duality concepts are
used to convert the present procedure into a dual one that obtains an
irredundant conjunctive form for an ISSF. These procedures differ
from their predecessors in two respects. First, the present procedures
are rather advanced ones equipped with an explicitly stated set of
rules that are clearer, though more powerful, than those of the preced-
ing procedures. Second, the present procedures are more precise in
handling the contributions of a map entered term, or alterm, and hence
are more likely to capture minor details in the intrinsic structure of the
ISSF under consideration. Therefore, the present procedures, if fol-
lowed strictly, are more likely to achieve exact minimality, and even
if not, the resulting expressions from them are always guaranteed to
be almost minimal. Many detailed examples are given to demonstrate
the essential features and properties of the map and to illustrate the
rules and steps of the new procedures.
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1. Introduction

The variable-entered Karnaugh map (VEKM) is a powerful manual tool of
many pictorial and pedagogical advantages and a variety of medium-sized ap-
plications. Out of the potpourri of existing VEKM applications, the following
can be singled out: design of combinational logic circuits[!-3], design of sequen-
tial logic circuits!4], inversion of Boolean functions[®], differentiation of Boole-
an functions!®! and probability and reliability analysis[’-1%). The VEKM has also
many prospective applications. These include the use of the VEKM as a peda-
gogical tool in studying techniques of Boolean reasoning. For example, the
VEKM can serve as a convenient manual aid for solving medium-sized sets of
Boolean equations which may involve "big" Boolean algebras other than the 2-
element switching algebral!ll. Moreover, the VEKM is also useful for imple-
menting several classes of graph algorithms for problems involving medium-
sized graphs.

Several procedures using the VEKM for the traditional minimization of a
switching function exist. These have been reviewed and compared in[2]. In par-
ticular, it is noted that the improved procedures offered by Rushdil?! include
those of Murogal!2], Fletcherl!! and Rushdil®! as special cases. The present
paper presents a simple and further improved VEKM procedure that obtains one
of the irredundant disjunctive forms (/DF’s) of an incompletely specified switch-
ing function (ISSF). Duality concepts are used to convert the present procedure
into a dual one that obtains an irredundant conjunctive form for an ISSF. These
procedures can be thought of as useful extensions or improvements of the pro-
cedures inl2], and hence bear many similarities to them. However, the present
procedures differ from their predecessors in two respects. First, the present pro-
cedures are rather advanced ones equipped with an explicitly stated set of rules
that are clearer, though more powerful, than those of the preceding procedures.
Second, the present procedures are more precise in handling the contributions of
entered terms or alterms, and are more likely to capture minor details in the in-
trinsic structure of the /SSF under consideration. Therefore, the present proce-
dures, if followed strictly, are more likely to achieve exact minimality, and if
not, the resulting expressions are always guaranteed to be almost minimal, i.e.,
to differ only slightly from true minimal expressions.

The rest of the paper is organized as follows. Section 2 discusses the Boole-
Shannon Expansion about a single variable and about several variables and uti-
lizes this expansion in constructing VEKM representations for completely-
specified switching functions. Section 3 presents various VEKM representations
and demonstrates their interrelationships. The algebraic and VEKM representa-
tions of incompletely specified switching functions (ISSFs) are introduced in
section 4. Duality concepts as applied to VEKM representations are introduced
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in section 5. Section 6 presents a simple and further improved VEKM procedure
for obtaining an /DF of an ISSF that is guaranteed to be minimal or nearly min-
imal. Several examples are given in section 7 to illustrate this procedure and the
dual procedure that obtains an /CF of an ISSF. The paper is concluded in sec-
tion 8 with a discussion of possible work.

2. Boole-Shannon Expansion

The Boole-Shannon expansion is sometimes called "the fundamental theorem
of Boolean algebra". It was first discussed by Boole but somehow it is frequent-
ly attributed to Shannon!!!l, In the following, we discuss the case when this ex-
pansion is made about one variable. Later, this case is generalized to allow for
several expansion variables.

2.1 Expansion about a Single Variable

Theorem 1: 1f f= {0, 1}n - {0,1} is a switching function of n variables,
then it can be expanded about one of its »n variables X;, 1 < i< n, in the form

fX)=X; AX [0) OX,F(X|1), (1)

where X is a vector of » variables

X=X,X, .. X |, X, X1 1,...(X), 2)
and

fXN0) =X, X, o, X 1,0, Xy, .0, X)), 3)

X)) =X, X, ... X 1, LX,....,X). 4)

Note that X | 0;) and f{X | 1,) are functions of the (n — 1) remaining variables
(other than the expansion variable X;) and are called subfunctions, restrictions
or residuals of the original function. Sometimes we may write these subfunc-
tions simply as f{ ... , 0, ...),and f{ ..., 1, ... ), the arguments X | X; = (X ,

X5, .., X1, X5 ..., X)) being understood.

Proof: ForX; =0and X; = 1, the L.H.S. and the R.H.S. of (1) are identical
functions in X | X; (Q.ED.)

Figure 1 gives a pictorial or map representation of (1). The map in Figure 1
is a 2-cell variable-entered Karnaugh map (VEKM) of a single map variable.
The map entries are the subfunctions of the original function. By contrast, the
conventional Karnaugh map (CKM) for the same function consists of 2" cells
with constant entries. The subfunctions in the VEKM are algebraic expressions



114 Ali M. Rushdi and Husain A. Al-Yahya

or formulas corresponding to 21 cells in (or exactly one half of) the corre-
sponding CKM. On the other hand, an algebraic expression can be viewed as a
VEKM of zero map variables.

X.

1

f(X)=fX, Xy X, X X, X)), 1<i<n

Fic. 1. The map representation of the expansion about a single variable.

2.2 Expansion about Several Variables

Theorem 2: 1f f={0,1}" - {0, 1} is a switching function of #n variables,
then for 0 <m <n, it can be be expanded about m of its n variables in the form

XX, s Xy 1 Xy s =X, Xy o Xy Xy X fo O

m—1>
X1 Xy Xy X LD X X Xy X S gy s 5)
where
Y=[X, 1, Xpirros X, ]
= an (n — m) — tuple of remaining variables. (6)
fo=/0,0,..,0,0,¥),/,=£0,0,...,0, 1, Y), ..., fom,
=f1,1,...,1,1,Y). @)
Proof: The expansion (5) can be proved by using a truth table of 2” lines
exhibiting the 2 possible patterns of the m expansion variables X , X, , ... , X, .

The proof can be viewed as one of "perfect induction" over a reduced set of in-
put combinations of 2™ lines only, with the expansion treated as an "identity" in
the remaining variables. Details of the proof are given in Figure 2. (QE.D)
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X, X, . X,, X LHS. RHS.

m-1 m

0 0..0 0 f(0,0,...,0,0,Y) 65...65f0v 0...60]”1
=15

0 0..0 1 00..01f, v 00...0
f(O,(?:.j,O,l,I’) 00...01f, v 00...01£,
- J1

1 1.1 1 .f(l,l,___,l,l,Y) 11...
=f(2,,,_1) Vo i e

VILAL 0 = fom

FiG. 2. Proof of the Boole-Shannon expansion.

When this expansion is associated with a VEKM representation, the m expan-
sion variables X; , X, , ... , X are called keystone or map variables while the
e = (n — m) remaining variables are called entered variables.

Theorem 3: If f = {0, 1} - {0, 1} is a switching function of n variables,
then it has a total of N = 2" different VEKM representations, each of which cor-
responds to a distinct Boole-Shannon expansion.

_ n Mg N an
Proof: The No. of possible VEKM’s =N = Z EmE: (1+1)" =2
m=0
= the No. of possible Boole-Shannon expansions (Q.E.D.)

Example 1

The binary AND function f{X; , X,) = (X; A X, has n = and hence 4 veals, in-
cluding the 2 extremes of an algebraic expression (m = 0) and a CKM (m = n),
and also including the 2 cases arising from expansion about a single variable (m =
1). Figure 3 displays these 4 veals.
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X, n X,

X, X=X A X,
(a) Algebraic Expression
(VEKM withm =0, e =2)

Xl
0 1
X, [ X, 0 X,
flX, X,) = X,(0) v X,(X,) fiX, X,) = X,(0) v Xi(X,)

(b) Two VEKMs withm=1ande=1.

Xl
—
0 0
X, 0 1

fUX, X0 = X, X,(0) v X,.X,(0) v X, X,(0) v X,X,(1)

(¢) CKM (VEKM with m =2 and e = 0).

Fic. 3. Representation of an AND function by 4 different VEKMs.
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3. Map Representations and their Interrelationships

The purpose of this section is to explain and demonstrate procedures for repre-
senting a given switching function of n variables X, , X, , ..., MN) via a VEKM
of m map variables, where 0 < m < n. Without loss of generality, the variables X,
X, , ..., MN of the function /" are assumed to be arranged such that the first m var-
iables among them are the map variables. Usually, we choose these m variables
as the most frequently used variables, i.e., as the variables that appear most in a
typical algebraic expression of the function. Other choices are also possiblel!3],
The following example presents various VEKM representations for a 4-variable
completely-specified switching function and explains their interrelationships.

Example 2

Consider the function f(4, B, C, D) given by the VEKM in Figure 4 where A4
and C are the map or keystone variables and B and D are the entered variables.
If the subfunctions f (entries of the VEKM) are given by

fo=B OD,f, =B®D, F,=B[D, fy=B A D, (8)
A
| |
fO(BID) fz(BlD)
C fl(B'D) f3(BID)
f(4,B,C,D)

Fic. 4. A VEKM representing f (4,B,C,D).

then f is defined by the expression
f(4,B,C D) =ACf,(B,D)OACS (B D) O
AC f,(B,D) DACS,(B,D). 9)

If further, the fl-' are given by their minterm expansions
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fo=BD OBDOBD,F,=BD 0O BD,

f,=BD 0O BD, f;=BD, (10)
then the expressions (9) of freduces to its minterm expansion

f(4, B C D) =ACBD O BD IBD)

O0AC(BD OBD)

0AC (BD /BD)

0A4C(BD),

(11

and the VEKM of Figure 4 can be redrawn as that of Figure 5. Now, consider
rearranging the minterm expansion of (11) in terms of the minterms in B and D,
namely

f(4, B, C,D)=BD (4 C)
OB D(AC/ AC)
OBD (AC/AC)
OBDAC /AC) .

(12)

A
BDvBDvVBD BDvVvBD
c| |BDvED BD

Fig. 5. The same VEKM of Figure 4 after the substitution for the values of fy , /] , /> , and f3.

The VEKM in Figure 5 can produce (12) directly by considering that each of
the entered terms P, is ANDed with some associated contribution Co(P,) as fol-
lows
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f(A B.CD)=BD Co(BD) OB D Co(BD)
OBD Co(BD)OBD Co(BD) ,

(13)

where each of the contributions Co (P,) is a minterm expansion in 4 and C indi-
cating the cell(s) in which the pertinent term P, appears (Figure 6). Finally, we
arrive at the following rule: To obtain a minterm expansion of a completely
specified switching function f, expressed in VEKM form, we express each sub-
function/residue/restriction as a minterm expansion of entered variables and
then obtain the various contributions of the entered terms as minterm expan-
sions of map variables.

A A

0)©

c[@ Cl:

Co(BD)=AC Co(BD)=ACvAC

—
0J[O, ®©
cl 0@

Co(BD)=ACvVvAC Co(BD)=ACVvACvVAC

Fig. 6. The CKMs representing the contributions of the implicants of the subfunctions shown in
Figure 5.

Now, we turn our attention to exploring other VEKM representations of our
example function given by either of equations (9), (11) or (12) or by Figure 4 or
Figure 5. We may increase the number of map variables at the expense of en-
tered variables as follows. Since each entry in Figure 5 is an algebraic expres-
sion of B and D (i.e. a VEKM of 0 map variables), it may be replaced by a
VEKM of 1 or 2 map variables. Figure 7 shows all subfunctions of Figure 5 re-
placed by VEKMSs of a single map variable B and a single entered variable D.
Figure 8 is a rearrangement of Figure 7 representing our function by a VEKM of
3 map variables, with the single variable D being the sole entered variable. Note



120 Ali M. Rushdi and Husain A. Al-Yahya

that the internal VEKMs of Figure 7 have the asserted domain of the map vari-
able B located in such a way as to facilitate the combination of taking place at
Figure 8.

A
l
— B —™ — B —
D 1 D D
— B — —B—
¢ D D D 0

f(4,B,C,D)

Fic. 7. The VEKM of Figure 5 with its subfunctions replaced by VEKM:s of a single map variable B.

Starting with either of the VEKM representations in Figure 5 or in Figure 8
we can similarly produce Figures 9 and 10 and subsequently obtain a VEKM of
4 map variables (i.e., a CKM) in Figure 11.

4. Incompletely Specified Functions

Many canonical representations of a switching function SF (e.g., the truth ta-
ble, the K-map, etc.) are equivalent to a listing of the values of the function for
the 2" possible combinations of its # input variables. So far, we have assumed
that the truth values were strictly specified for all the 2” possible input combina-
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A
D 1 D D
C D D D 0
B
f(4,B,C,D)

Fic. 8. The function of Figure 5 represented by a VEKM of 3 map variables.

A
0 | 1 N
D|: 1|1 DL 0 )

B B
D|| © 1 D|| 1 0
N

c 1 0
I
L B B
f(AB.CD)

Fi6. 9. The VEKM of Figure 5 with its subfunctions replaced by VEKMs of 2 map variables.
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A
|

0 1 1 0

D[ 1 D[ 1 D[ 0 D[ 1

C D[ 0 D[ 1 D[ 1 DL 0

1 0 0 0

B
fA,BCD)

Fic. 10. The VEKM of Figure 8 with its subfunctions replaced by VEKM:s of a single map variable.

A
| |
0 1 1 0
1 1 0 1
B D
0 1 1 0
C e
1 0 0 0
L

B
fi4,B,C,D)

Fic. 11. Rearrangement of the VEKMs in Figure 9 and 10 as a CKM.
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tions. This is not always the case. For example, a logic designer might be de-
signing a switching subcircuit that is a part of a larger circuit in which certain
subcircuit inputs occur only under circumstances such that the output of the sub-
circuit will not influence the overall circuit for these inputs. We obviously don 't
care where the output of the subcircuit in such a case is a 0 or a 1, since it has
no effect on the overall circuit.

Another possibility is due to forbidden or don’t happen inputs for the circuit
under design itself, viz., certain input combinations never occur due to various
external constraints. Note that this does not mean that the circuit would not de-
velop some output if a forbidden input occurred. Any switching circuit will re-
spond in some way to any input. However, since the input will never occur, we
don’t care whether the final circuit responds with a 0 or a 1 output to this for-
bidden- input combination.

When such situations occur, we say that the output is unspecified. This is in-
dicated on the truth table by entering d as the functional value instead of 0 or 1.
Such conditions are commonly referred to as don’t cares. A realization of an in-
completely specified function is any circuit that produces the same outputs for
all input combinations for which the output is specified !4,

If an incompletely specified SF' (ISSF) is specified for L < N values in its in-
put domain, then for (N — L) > 0 input-domain combinations the value of the
function is said to be unspecified, variable {0/1} or a don’t care. Therefore, an
ISSF is not a single function but a set or an interval of 2(V-1) SF.

Algebraically, an ISSF f can be defined through a pair of completely speci-
fied SF’s (g, k) such that

tg=130 {f=14%, (14)
{(g=0) O*r=0)} A{f=0}. (15)

Note that f is not specified for the case {(g = 0) A (k= 1)}. Usually f'is writ-
ten in the form

S=gl(h) =gl@Ah), (16)

where 1 O0dh) =1, (17a)
0 0d0) =0, (17b)

0 O0d1) =d. (17¢)

The information contained in (16) and (17) is pictorially conveyed by the
CKM in Figure 12. This CKM is non-standard in one aspect, namely, that its in-
put variables g and / are not necessarily independent, a condition that is usually
met (implicitly) by input variables of Karnaugh maps.
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/& h)

Fic. 12. The CKM representing the ISSF' defined through a pair of SFs (g, 4).

Example 3
Consider the 4-variable ISSF (4, B, C, D) =g U d(h) where
g=ABC OBCD O BCD O ABC, (18)
h = AC 04 D 0ABD. (19)

The functions g and /4 are given by the CKMs of Figure 13. The function f =
g [0 d(h) can be represented by the CKM of Figure 14 which can be obtained
by a cellwise combination of the CKMs of Figure 13 according to rules (17).
Note that the CKM of Figure 14 contains 4 different d-cells. These 4 d’s can be
specified independently of one another, so that the ISSF of Figure 14 can be re-
duced to any of 2% = 16 CSSFs. It is with this understanding that we should
view the symbol d in (16), treating it as an abbreviation of possibly several d’s
and not necessarily a single one.

In retrospect, we note that the function /4 need not be defined as a completely
specified one. A function of the form 4’ as given by Figure 15 can replace / for
all purposes. Note that the CSSF £ is a special choice of the ISSF' &' However,
we may not use the ISSF' &' in our initial definition of ISSF’s to avoid having a
circular definition.

Figure 16 gives an expansion tree for our present ISSF f. Starting at the level
m = 0 (parent node) with f given purely algebraically as ' = g [H(h), we suc-



Further Improved Variable-Entered Karnaugh Map... 125

A A
IE [1]] 1
1] 1
D D
1 1 1 1] 1
B B
1 1] 1
1 1 1
C C
(a) (b)

Fic. 13. The CKM representing the pair of CSSFs (g, h) of Example 3, (a) map of g, (b) map of 4.

D
1 0f d |1
B
1 d| 0] 0
L 1
C

Fic. 14. The CKM representing the ISSF of f(4,B,C,D) of Example 3.
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A
1 d| d
1 d
D
d 1 d
B
d 1
L |
C
hl

Fig. 15. The CKM representing the ISSF A’ of Example 3.

fA.B,CD)

BCv BCD
v d(BD)

Fig. 16. An expansion tree for the function of Example 13. The arrows imply the tree interpreta-
tion as a (Mason) signal flow graph.
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cessively use (1) to expand the function about its arguments 4, B, C and D (the
order of the arguments being selected arbitrarily). Note that the expansion tree
is a complete binary tree that can also be interpreted as a Mason signal flow
graph in which addition and multiplication are replaced by their logical counter-
parts (ORing and ANDing).

Figure 17 summarizes Figure 16 in VEKM form; the information at each level
of the tree in Figure 16 is condensed in a corresponding VEKM in Figure 17.
Note that as we go down the tree, the number of nodes is doubled, and hence
the number of cells in the corresponding VEKM is doubled too.

ABCv BCD vBCDv
ABC v dlAC v AD v ABD) 4 0

A

BCD v BC BC v BCD
vd(iC v D) v d{BD)

A

7

CDvd(CvD) C 2 2

B{ ¢ v dD) TD v d(D)

— len
ole
(=T
— o
| SO
&)
o
£

B
1]d] 010

Fig. 17. A potpourri of VEKMs for the function of Example 3 for different numbers e of entered
variables and m of map variables.
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5. Duality Concepts in VEKM Representations

Definition 1
The dual of the n-variable SF
JX) = fX, Xy, X)), (20)
is FUX) = f(X) = f(X]. Xy, ... X,). (21)

Note that this definition is independent of the way we represent the SF. A
more common secondary definition can be derived for functions involving only
the AND, OR and NOT operators, e.g., functions represented in s-o-p or p-o-s
forms. This secondary definition can be viewed as a corollary of the primary
definition together with De Morgan’s laws. It is given as

Theorem 4: If each [l A, 1 and 0 in a switching function involving only
the AND, OR and NOT operators is replaced by A, [l 0, and 1, respectively,
then the dual of this function is obtained.

This rule for forming the dual can be summarized as follows :
[ /X, Xy, s X, 5 0,1, /, A4 (22)
= fX,X%,....X,;1,0, AL/).

Proof: Let f(X) be given in an s-o-p form that does not include any of the
2 constants 0 or 1

FX) = DA Xp). (23)

Take the complement (negation) of both sides of (23) and apply De Morgan’s
law to its right hand side to obtain

FX = n (/X)) (24)
Now complement each variable in both sides of (24) to get
1= X = A (0Xy) = A (0X). (25)
J ! J

If we now allow the expression of f to contain the constants O or 1 then the
negation involved in going from (23) to (24) {due to De Morgan’s laws} will
affect them while the second negation encountered in going from (24) to (25)
{due to the primary definition of duality} will apply only to variables and will
not affect them. Thus, while variables remain unchanged in (22), the constants 0
and 1 are inverted.
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A similar proof applies to a function expressed in a p-o-s form. The proof can
be extended to general functions involving only the AND, OR and NOT operators
since these can be easily reduced to ones in a p-o-s or an s-o-p form. (Q.E.D)

Theorem 5: If we take the dual of both sides of a switching theorem or
identity, we obtain another theorem or identity which is the dual of the original
one.

Example 4
From the identity

XO0YA@Xr)=x0Ov, (26)
we get another identity,
XA YOXAY)=X AY. (27)

Notice that the second identity is derived in the following manner. In the left-
hand side in the first identity, the priority of calculation is in the order of the last
Lithe A, and the first [JIn the left-hand side in the second identity, the last A is
correspondingly to be calculated first, the [Inext, and then the first A ;thus pa-
rentheses are placed as shown. The right-hand side in the second identity can be
similarly obtained.

Example 5

Figure 18 gives CKMs for the 10 genuine (non-degenerate or non-vacuous)
SFs of 2 variables X and Y, normally referred to as binary switching operations.
The 10 maps are arranged on the vertices of a decagon such that:

(a) Contrary operations (complementary functions) are at diametrically op-
posite vertices.

(b) Dual operations are on the vertices of the same vertical diagonal.

Example 6

Both the CKM and VEKM are useful in obtaining the dual of a SF. Figures 19
and 20 give various VEKM representations for the function of Example 3 (Fig-
ure 17). The VEKM entries in Figure 19 are in p-o-s forms while those in Figure
20 are in s-o-p forms. The CKM entries at the bottom of Figures 19 and 20 can
be obtained by a direct application of Theorem 4 to the CKM variables and en-
tries at the bottom of Figure 16. Simply complement the variables and entries of
the CKM representing the SF f to obtain a map representing its dual /9. The
dual VEKM entries can be obtained through the following theorem.
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X

Y 1

XeY=X® Y= Xis coincident with ¥

X X
i |
111 , 1
Y[ 1 i Y[ 1|1
X«Y=XIFY = Xis impliedby Y | X—>Y =X'ONLY IF ¥
| =X implies Y
x 0N X
| \\ : / I
1] 1 i \ ! / i 1
Y[ 1 : NS : YI: 11
| \\ . // |
. | .
XTY=XNANDY i N | XvY=XORY
| T — - [ ———— i
| :::::;x-/-=::::: | ;
i e ——— /N T T T e —— I
X ! S ! X
s | \\ — 1
| 7 ' \ !
1 | // I \\ i
Y[ : / | \ : Y[ 1
)/ : \ |
. | '
XVY=XNORY i / : .\ | XAY=XANDY
X ! X
|
1 |
Y[ : Y[ 1
|
X + Y=XBUTNOTY X X« Y=Y BUTNOT X
1

YLI

X®Y =X XOR Y=X EXCLUSIVEOR Y

FiG. 18. The ten genuine binary operations.
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(AVUBVCVD)ABVCVAABVCIABVCVDvd) A
(AVIBVOABVCVDIABVCvVDvVA))

A

BvCvDIABvCvd A
BvC)ABvVCvDvd)

BvOABVCvD A
(BvCvDvd)

A

(CvD)YAC vd)

C

ﬂ: C A(CvDvd) (CvDYACvDvd)
A
d D 0 1
B 0 Dvd| Dvd| D
_C
rJLj A
1
alol]ol1 dOOlJD
B
411 0l1 d]1]0]1
ol1(d|lo| |D 0]11]d
B
oldl 11 0ldl1 IWD
C C C

Fic. 19. A potpourri of VEKMs for the dual of the function in Figure 17. The VEKM en-

tries are in p-o-s forms.
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(AACAD)VAABAQV(AABAD)V
@ABAC)VIAAAABAQ

A
(CAD)v (BACO)VIBAD)V
dABAC)V(BAD) dABAT)

A
(fAE)v(d/\C) C
E[ (CAD)v(dnT) Dv(dnC)
A
d D 0 1
Bl| o Dvd|Dvd | D
C
A A
1 1
dlol o1 dlofo lJD
B
al1lol1 al1]ol1
011 d D 0 11d

B

0oldal 1)1 0|dl1 111)
e 1 R | —_
C C C

Fic. 20. A potpourri of VEKMs for the dual of the function in Figure 17. The VEKM en-
tries are in s-o-p forms.
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Theorem 6: 1If the switching function f{X) given by equation (1), namely

fX) =X, [, X|X) 0X, f; (X|X), (28)

where the two functions f;, (X | X;) and f; (X'| X;) are functions of the (n—1) variables
obtained by excluding the variable X; from the n variables of X, and are given by

JoX[X) = fIX]0), XX - fX] 1)), (29)
then the dual of s is given by
fIX) = X, X X) 0X, /4 (X]X). (30)

Proof: Use the definition of duality, De Morgan’s law, distribution and
consensus laws to obtain

£9(x) = £(X)

= (X fo(X /X)) DX f1(X 1 %)

(X Ofo(X1%)) (%0 f1(X1 X))

1
|
l:"\l
x|
~
X
[
X
o_hl
|
I
=
6"”
<
~
X
=
>
X

= X (X1 %) 0% T (X1 %)
= X £9(X/ %) OX fSH(X 1 X). (QED.)

Theorem 6 can be expressed by the VEKM representation of Figure 21. In es-
sence, Theorem 6 says that the VEKM representation of a certain SF can lead
to a VEKM are complemented and the entries are replaced by their duals. Note
that in the special case of a CKM, replacing the constant entries by their duals
amounts to replacing them by their complements. The reader is encouraged to
apply this theorem together with Theorem 4 to produce the dual VEKM entries
in Figures 19 and 20 from the original ones in Figure 17.

Xi
— 1 1

XX AXIx)] <= |fh&X/X) | A (X/X)

74(x) /(X)

Fig. 21. A VEKM representation of Theorem 6.
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In the following section we are going to discuss a simple VEKM procedure that
uses sum-of-products (s-0-p) representations to obtain an /DF of an ISSF. Use of
the VEKM to handle product of sums is also possible and is based on the product-
of-sums (p-o0-s) version of the Boole-Shannon expansion inl2l. As a result, a pro-
cedure that is “dual” to the present one can be used to obtain an irredundant con-
junctive form (/CF) of an ISSF through constructing the disjunctive contributions
of the negatively asserted prime implicates of subfunctions. The basic idea of in-
ferring the dual procedure from the existing one is discussed inl2l. Simply stated,
the dual procedure is a replica of the present one provided that any of the follow-
ing words is replaced by the word trailing it in parentheses: positively asserted
(negatively asserted), implicant (implicate), union (intersection), intersection (un-
ion), term (alterm), disjunction (conjunction), conjunction (disjunction), conjunc-
tive contribution (disjunctive contribution), generalized consensus of a set of
terms (dual generalized consensus of a set of alterms), IDF (ICF), minimal sum
(minimal product), s-o-p (p-0-s), and the like. Note that certain terms like the

nn

words "prime", "consensus" and "subsume" are common to both dual procedures

6. A Simple VEKM Procedure for Obtaining an Irredundant Disjunctive
Form for an Incompletely Specified Switching Function

As noted before, this procedure is an extension, improvement and a simplifi-
cation of an earlier procedure proposed by Rushdil?l. The outcome of the
present procedure is guaranteed to be an /DF of the ISSF that is usually minimal
or nearly minimal. The starting point is a VEKM representation of the ISSF such
that all asserted entries are written in minimal s-o-p forms.

6.1 The Function Expression
An almost minimal s-o-p expression for the VEKM function f is given[?! by:
r=Urcow. (31)

where P, is a prime implicant of one or more of the subfunctions f; of f i.e., it is
a product that appears in at least one VEKM cell, and the union operator in equa-
tion (31) each P, is called is ANDed with what is called its minimal s-o-p contri-
bution to f, namely Co (P,). This contribution can be represented by a CKM di-
rectly deducible from the original VEKM, and can therefore be expressed as

Co (Pr) = Q Co (P,) (32)

which represents a union of loop products Co, (P,) over all prime implicant
loops s in the CKM of Co (P,). Note that Co (P,) is a function of the map vari-
ables only while P, itself is a function of the entered variables only. When (31)
and (32) are combined, our algebraic expression for the VEKM function f takes
the form
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f= g P.C,(P). (33)
Note that the expression (33) is not necessarily an IDF' yet.

6.2 Order of Processing the Various Contributions

The expression of C, (P,) can be affected by the existence of entered impli-
cants subsumed by or whose consensus is P,., and also the existence of P, can af-
fect the contributions of asserted implicants that C, (P,) covers partially. There-
fore a list of all asserted selected prime implicants and another for the don’t care
ones must be prepared. Note should then be taken of any element of the list that
subsumes or is the consensus of some other elements of it. Furthermore, the list is
to be sorted in the order to be used in further processing. Generally, the P,’s in-
volving more literals should appear earlier, so that any P, will precede other as-
serted implicants, it may prove useful if P, is placed earlier to these implicants.

6.3 Rules for Constructing and Interpreting CKMs for the (P,) s

The CKMs representing the various C, (P,) are obtained through the follow-
ing heuristic rules. These rules are to be explained further in terms of several il-
lustrative examples in section 7.

(1) In constructing a CKM for C, (P,), any cell containing a don’t care P, is
regarded a d-cell.

(2) If P, is strictly subsumed by P, , then any asserted or don’t care cell for
P, has a d in the CKM for P,..

(3) If P, does not appear in a cell but two or more terms (whether asserted or
don’t care) that appear there have a consensus subsumed by P,., then the cell is
a d-cell for C, (P,). Note that a consensus of more than two terms is obtained by
repeatedly deriving the consensus of exactly two terms. This is known as the
generalized consensus of the respective set of termsl12],

(4) If P, is the generalized consensus of some P.’s where s LIS, then an as-
serted cell for P, is considered a d-cell in C, (P,) if for all values of s [IS this
cell is covered in the map of some Co (P;) such that P, is subsumed by P. Other-
wise, that asserted P, cell is a 1-cell for C, P,..

(5) If P, 1is the generalized consensus of some P,;’s then if an asserted cell for
P is covered in most of the CKMs of the Co (P;)s, it is worth attempting to
make this particular cell a d-cell in C,, (P,) and a 1-cell for the rest of the C,
(P))s, i.e., for those C, (P,)s in which the cell is not covered. As an extreme
case, the situation of rule (4) above arises if a cell is covered in all the CKMs of
the C, (P;)s for then this cell is a d-cell and not a 1-cell for C, (P,) .

(6) If a loop s obtained in C, (P,) is found to have all it cells as asserted or
don’t care cells for another product P, strictly subsumed by P, then the loop
product, to be labelled Cog (P,), should be ANDed with P, and not P, , an ac-
tion to be denoted herein as an enlargement action. Such an enlargement is nec-
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essary to ensure that the resulting product is a prime implicant of the VEKM
function. In fact, while the loop s is an almost minimal contribution of P, it is a
minimal contribution of P, , provided P, has as few literals as possible, i.e.,
provided P, does not strictly subsume another product that appears at least in
don’t care form in all cells of the loop s. Formally this rule means that (33) is fi-
nally replaced by the IDF form:

f= g P Co (P,). (34)

In (34), P, is simply intended to mean P, whenever no enlargement is in-
curred. In drawing loops in the map of C, (P,), it is worth attempting to draw a
smaller loop in which the above enlargement situation arises than to draw a
larger loop in which it does not arise.

7. Illustrative Examples

Example 7

This is a partial example intended to demonstrate the application of rules 1-4
only. For the VEKM of a 7-variable ISSF in Figure 22(a), we focus our attention
now on the construction of a CKM in Figure 22(b) for the contribution of one
particular asserted implicant, namely X5X,. This CKM has a d-cell when

a) a cell contains d(XsXg) (rule 1).

b) a cell contains either an asserted or a don’t care version of each of the
products X5, X¢ and 1, since each of them strictly subsumes XsX, (rule 2).

c) a cell contains asserted or don’t care versions of both of the terms X X,
and X5X-; whose consensus is XsX, which subsumes itself (rule 3).

The CKM has two 1-cells in which XX, appears asserted. In these 2 cells
XsXg is the only entered product, so we have no worry that any of them may be
covered in contribution maps of other implicants (rule 4).

Our explicitly stated rules produced 10 d’s in the map Co (X5X) resulting in
a coverage of 2 single-literal loops for it. If some of these d’s are missing the
number of literals for each loop may increase up to four.

Example 8

This is again a partial example whose sole purpose is a demonstration of the
enlargement rule (rule 6). The VEKM for the 6-variable ISSF in Figure 23(a) is
used to construct a CKM in Figure 23(b) for the contribution of the sole entered
asserted implicant, namely XsX,. Four prime implicants loops are drawn, three
of which turn out to be contributions of the following terms respectively: 1, X;
and X, each of which is strictly subsumed by the original term XsX,. The mini-
mal sum of the original function f'is
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X]
| |
XeX;7 Vv dX)
XX, :
AXXo vl v x, an | dx;)
_ X,
1 X, X, XX,
X X
AN IS
i dX.X,)

X2
(a‘) f(XIIX21X3I X41X51X61X7)

X,
I |
d d
d 1 d d
X,
d d d 1
X 3
d d

X2
(b) Co (X X,) = X, v X,

Fig. 22. The VEKM for the 7-variable ISSF in (a) is used to construct in (b) a CKM for the con-
struction of one of its asserted entered implicants.
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X,

XsXo v
d(Xs)

X Xgv | XsXgv | XsXg v
d(Xy) d(Xe) d(X;)

— X4
X5X5 \4 X5X6 Vv X5X6 \4
AXX)| an d() |
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X, 54 6_V
B | |
X,
(a)f(Xl,Xz,X3,X4,X5,X6)
XX, X5
X
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= Co(X;) N\ i |

1
J I
1
X1X, X, / \ XXX,

=co(x,x)” = Co (1)

XZ
(b) Tnitial Co (X5X)

Fic. 23. Demonstration of the enlargement rule.



Further Improved Variable-Entered Karnaugh Map... 139

f= XXX, 0X XXX 0X X3XX, OX XOX0XX . (35)
If the enlargement rule is not used, f'is given by the non-minimal form
f =X XaXgXsXg OXXo XaXsXg X1 XaXaXsXpl X1XoXaXsXs - (35)

Example 9 (Example 2 revisited)

To obtain an /DF for the function of Example 2, we redraw its VEKM repre-
sentation in Figure 5 with its subfunctions rewritten in minimal s-o-p forms (see
Figure 24). This is an example of a completely specified switching function
(CSSF), and hence only rules 2, 3, 4 and possibly 5 are applicable in this case.

Bv D BD v BD

C BDv BD BD

f(4,B,C,D)

Fic. 24. The function of Figure 5 with its subfunctions rewritten in minimal s-o-p forms.

The prime implicants of the subfunctions that appear in the cells of the
VEKM of Figure 24 are BD, BD , Eﬁ, BD, D and B whose subsumption rela-
tions are shown in Figure 25. Beside these subsumptions, we note that B is the
consensus of B D and BD while D is the consensus of BD and B D. None of the

NN

Fig. 25. The relation between the subsumed terms (top row) and the subsuming terms (bottom
row) of the prime implicants of the subfunctions of the CSSF in Figure 24.

BD
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2-literal terms BD, BD, BD and BD is subsumed by or is the consensus of any
of the other terms. The contributions of the entered implicants are obtained by
the CKMs shown in Figure 26. Table 1 will help the reader understand how
these CKMs are constructed. The final expression for the function f is:

f = CBD OCBD O CBD OACBD 0 ACB, (36)
A A
1 | —

[ 1] :
| c||\dD

Co(BD)=C Co(BD)=C
A A
— —

Co(BD)=C Co(BD)=A4C
A A
- 1  —

Co(B)=AC Co(D)=0

Fig. 26. The CKMs representing the contributions of the prime implicants of the subfunctions
given in Figure 24.
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which is one of three /DFs that the function f* has. Note that if rule 4 is over-
looked, Co (D) may be taken as AC rather than 0 and consequently expression
(36) ceases to be an IDF as it is augmented by the redundant term ACD.

TasLe 1. Remarks on how the CKMs of Figure 26 are constructed.

CKM for Remarks

The AC cell is a d-cell since the term B that is strictly subsumed by BD appears
there (rule 2).

The AC cell is a 1-cell (rule 4) since BD appears there, and it is neither subsumed
by nor is the consensus of any of the other terms.

The AC cell is a d-cell since the term BD strictly subsumes either of the terms B
BD and D which appear there (rule 2).

Both A C and AC are 1-cells since the 2-literal term BD appears there (rule 4).

The A C cell is a d-cell since the term D that is strictly subsumed by B D appears
BD there (rule 2).

The AC cell is a 1-cell (rule 4) since the 2-literal term BD appears there.

BD The AC cell is a 1-cell (rule 4) since the 2-literal term BD appears there.

The A C cell is a 1-cell since B appears there. There are 2 terms BD and BD or D
whose consensus is B (see Figure 25).

B N _
However, though the A C cell is covered in Co (BD) it is not covered in Co (BD)
or Co (D) (rule 4).
The A C is a d-cell since D appears there and there are 2 terms BD and B (Figure
D 25) whose consensus is D, with the 4 C cell covered with both Co (B) and Co

(BD).

Another IDF of f is easily obtained if the order of processing the entered im-
plicants B and D is reversed, thereby modifying their contributions to Co (D) =
A C and Co (B) =0. This IDF is

f = CBD OCDB OCBD OACBD OACD. (37)
A third IDF can be obtained through the use of rule 5 as shown in the CKMs
of Figure 27. Since D is the consensus of BD and BD and the cell AC is covered
in Co (BD), we explore the possibility of making this cell a 1-cell for Co (BD)
as shown in Figure 27. This turns out to be a useful attempt since it does not
only make A4 C a d-cell in Co (D) but it makes that cell covered in both Co (BD)

and Co (BD), and therefore it allows us to make this cell a d-cell in Co (B),
since B is the consensus of BD and BD. Finally f is expressed by the IDF

f = CBD OCBD 0OC BD 04 CBD 0 ABD (38)
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c[ | C[l 1]

Co(BD)=C Co(BD)=AvC
A A
— —

Co(BD)=C Co(BD)=AC
A A
| B 1
d d
B [
Co(B)=0 Co(D)=0

Fic. 27. The third solution for the CSSF in Figure 24.

It can be shown that the formulas that appear in (36)-(38) are the only /DFs
of . All three of them are minimal.

Example 10 (Example 3 revisited)

Consider the function f(4,B,C,D) previously discussed in Example 3. Starting
by the VEKM representation of this function in Figure 17 for which e = m = 2,
we note that the prime implicants of the subfunctions that appear in the cells of
that VEKM are asserted CD, CD, C and C together with don’t care D, D, and C.
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The contributions of the asserted implicants are obtained by the CKMs shown
in Figure 28 which are constructed in accordance with rules 1-6. In particular
we note the following. Since in the 2 cells of the loop A covering Co (C D), the
product CD can be unioned with CD (which is present as a part of C = CD O
CD), then the contributing product CD replaced by D (Rule 6). This replace-
ment is useful in simplifying the map for Co (C), since now its cell 4B is en-
tered by a d rather than 1 in accordance with Rule 4; the C in that cell is totally
covered in the maps of Co (CD) and Co (D). The final expression for the func-
tion f is:

f = BCD OAD 04B C. (39)
A A
| —| |
1|| d d

o

| ——
I~

tw
1
]
=

Co(CD)= A = Co (D) Co(C D)=B
A A
| | f

NP J

Co(C)=0 Co(C)=

Fig. 28. The CKMs representing the contributions of the asserted implicants of the subfunctions
given by the VEKM in Figure 17 fore = m = 2.

This minimal s-o-p expression for f is also obtained when a number of map
variables m other than 2 is used. For example, we can use the VEKM in Figure
17 for which e = 1 and m = 3 as our starting point, thereby producing the CKMs
in Figure 29 for the contributions of the asserted implicants D, D and 1. These
asserted implicants are related by a consensus relation (D 0D = 1) with both D
and D strictly subsuming 1. Since the 4BC cell is an asserted cell for the impli-
cant 1, and since it must be covered partially by a loop in the map for Co (D),
we have given a priority to covering the same cell in the Co (D) map, i.e., we
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A
| 1
d d
_ e
Bl| 1 d ] !
- L S R
C
Co(D)=BC
A
| 1
d 1 d
B d d
l |
C
Co(D)= 4
A
| 1
‘ O,
B d
L |
C
Co(l)= ABC

Fic. 29. The CKMs representing the contributions of the asserted implicants of the subfunctions
given by the VEKM in Figure 17 fore =1 and m = 3.
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preferred to draw the loop BC rather than the loop 4B(shown dotted). This al-
lows us (Rule 5) to consider the ABC cell in Co (1) map a d-cell rather than a 1-
cell, and simultaneously consider the same cell in the Co (D) map a 1-cell rather
than a d-cell which is immaterial since it is covered anyhow. Finally we obtain
the same expression for the function as in (39). In passing, we note that the
VEKM in the present case with ¢ = 1 is the algebraically simplest genuine
VEKM, it is next in algebraic simplicity only to a CKM (which is a VEKM with
e=0).

We now turn our attention to the VEKM with e =3 =n — 1. This is the alge-
braically most difficult genuine VEKM, being algebraically simpler than only a
purely algebraic expression (which is a VEKM with e = 4 = n). The prime im-
plicants of the 2 subfunctions in the VEKM and their subsumption relations are
shown in Figure 30. The contributions of the asserted implicants are obtained
by the CKMs shown in Figure 31 which are constructed in accordance with
rules 1-6. In particular we note the following. In covering Co (BDC) we are
tempted to use the larger loop of 1 (shown dotted) but we prefer (Rule 5) to use
the smaller loop of 4 (shown solid) with the minor gain that this latter loop is
now considered a contribution of D and not of its subsuming term BCD. As a
bonus, we note that the cell 4 in the Co (BC) map is now totally covered since
it has been covered in Co (D) and Co (BCD) where BC is the consensus of D
and BCD. Hence the 4 cell in the Co (BC) map is not a 1-cell but a d-cell and
Co (BC) turns out to be 0. Finally we obtain the same expression for the func-
tion as in (39). The corresponding expression that would have been obtained by
the procedure inl2! is the non-minimal form

f=BCD OBCD [H BC 04B C. (3%a)
/d@ d(D)
B B d(BD)

O— O

BC D BCD

Fic. 30. Subsumption relations among the various implicants of the subfunctions in the VEKM of
Figure 17 withe =3 and m = 1.
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A
d 1
Co(BCD) =1
A
r~=-"7 . |

Co(BCD)= 4 = Co (D)

A
d
Co(BC)=0
A
Co(BC)= 4

Fic. 31. The CKMs representing the contributions of the asserted implicants of the subfunctions
given by the VEKM in Figure 17 fore =3 and m = 1.

Example 11

The purpose of this example is to briefly demonstrate the dual VEKM proce-
dure, i.e., the one that obtains an /CF for a given ISSF. Figure32 depicts a
VEKM for a 6 variable ISSF whose entries are in p-o-s forms. The (negatively)
asserted entries are already in minimal p-o-s forms. Figure 33 shows the dual
contributions for all (negatively) asserted entered implicates, namely (D [F' ),
(DLE),D, F and 0. A final ICF of fis:

f=({ 0OF)(4 0D OE)(BOD)(COD)BOF)(AOBO C). (40)
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DAEF)

DFdE)

D d(F)

(D\/E) (DvF)

Fd(©)

DAEF)

d(F)

Fic. 32. A VEKM for a 6-variable ISSF' with entries in p-o-s forms.
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A
| 1
d d 0 d
C 0 d d
L J
B
(d) Co'(F)=B
A
i 1
C d
L [
B

(e) Co’(O) =AvB vC

Fi. 33. The various dual contributions for the entered asserted implicates of the function in Fig-
ure 32.
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8. Conclusions

This paper has given a thorough exposition of the essential features and
properties of the variable-entered Karnaugh map (VEKM). This exposition has
culminated in the presentation of two new VEKM procedures for obtaining an
irredundant disjunctive form (/DF) and an irredundant conjunctive form (/CF)
of an incompletely specified switching function (/SSF). Both procedures are
simpler than and superior to similar procedures already existing in the literature.
This fact is attested to by several examples for which the present procedures
have reached exact minimality, whereas earlier procedures would have fallen
short of achieving such an objective. In general, the results of the present proce-
dures are expected always to be at least nearly minimal, with exact minimality
being achieved more often than not.

The present two procedures are simple and obtain the contributions of the en-
tered terms or alterms in one step or in one pass. By contrast, more involved 2-
pass procedures can be devised such that subsumption and consensus interac-
tions among entered terms or alterms can be fruitfully utilized to update their in-
itial contributions and obtain some final contributions in as many different ways
as possible. The reward that may warrant such an effort is that all /DFs and all
ICFss of an ISSF may be obtained. However, to achieve this purpose, a thorough
understanding of the somewhat difficult concept of the “generalized consensus”
is required. Again, the VEKM can be used to advantage, as it allows a direct il-
lustration of that concept as well as practical means for evaluating generalized
consensi.

Two-step procedures can be also introduced along a different direction,
namely, the classical direction of (a) finding all prime implicants or implicates
of the ISSF and then (b) using these for obtaining a minimal cover for it. In fact,
the VEKM can be easily and efficiently be utilized for implementing both steps
(a) and (b) above. Step (a) is very important in its own right apart from its being
a part of the minimization process. That is because it is an essential step in both
hazard analysis and solution of Boolean equations. This step can have many
VEKM implementations wherein the complete sum of the ISSF' g U d(h) is ob-
tained as that of the associated CSSF g U h. For example, the VEKM can be
used for obtaining any p-o-s expression of a CSSF which can be multiplied out
to produce the complete sum after deletion of any absorbably terms. A tech-
nique of VEKM folding, that starts with a VEKM of complete-sum entries can
end up with the required complete sum absorptions are implemented after each
folding. The previous two techniques are VEKM versions of already existing al-
gorithms. A third possible VEKM technique has no non-VEKM counterpart and
minimizes the number of absorptions required. It starts with a VEKM of com-
plete-sum entries and obtains the complete contributions of such entries and
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those of any new entries in the VEKMSs representing the meet derivatives of the
original CSSF. Dual versions of these various techniques can be used to derive
the complete product rather than the complete sum. The VEKM is not less use-
ful in implementing step (b) above, i.e., in using the complete sum/product as a
starting point for deriving a minimal sum/product of an ISSF. Several approxi-
mate or exact VEKM or VEKM-related methods for this step can be developed.
We hope to write some sequels of the present paper to present the ideas above
in detail as well as to further develop some of the existing and new VEKM ap-
plications referred to in the introduction.
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